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Abstract 

The article discusses the ARIMA (Autoregressive Integrated Moving Average) model as a 

key tool for forecasting economic and financial time series. The main focus is on the princip les 

of the ARIMA model, which optimizes production planning and inventory management by 

considering seasonal fluctuations and long-term sales trends based on five-year data. Using SPSS 

for time series analysis, an ARIMA model was developed, which passed tests for data smoothness 

and white noise, allowing the final model parameters (p, d, q) to be established. The ARIMA 

model demonstrates high forecasting accuracy and ease of use, making it an indispensable tool 

for time series analysis. 
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Introduction 

Economic forecasting is the speculation and estimation of future scenarios of economic  

phenomena, based on the history and current situation of economic development, using scientific 

forecasting methods to reveal the development laws of economic phenomena and the interrelationships 

between various economic phenomena [Meshram, Deodas, 2012]. The purpose of time series analysis 

is to study the path observation of time series and establish a model to describe the data structure and 

predict the future values of time series [Lindenberg, Sonja, 2012]. It has a wide range of applications 

in business, economics, finance, and computer science, with the aim of serving economic decision-

making for future problems. 

The most common prediction method we use is the univariate "autoregressive moving average 

(ARMA)", which combines autoregressive (AR) and moving average (MA) models [Ayodele Ariyo 

Adebiyi, 2014]. Univariate "autoregressive integrated moving average (ARIMA)" is a special type of 

ARMA. Multivariate ARIMA models and vector autoregressive (VAR) models generalize univar iate 

ARIMA models and univariate autoregressive (AR) models by allowing multiple constantly changing 

variables. 

Material and method 

A time series, also known as a dynamic sequence or time series, is a sequence arranged in 

chronological order that reflects the process and characteristics of socio-economic phenomena over 

time [A.Fernández-Manso, 2011]. Compared with regression analysis, time series analysis focuses on 

the correlation between data before and after time, while regression analysis focuses on the correlation 

between independent variables and dependent variables (variables with randomness). Based on the 

long-term trend of the time series, with time as the independent variable and sequence indicators as the 

dependent variable, fit the function equation y=f (t) to make extrapolat ion predictions. Based on 

mathematical statistics methods and stochastic process theory, this study investigates the statistical laws 

followed by random time series data, solves and predicts practical problems, and predicts future 

numerical values [ZHANG G H, 2019]. 

Random and non random time series - The average and variance of the observed values (yt) in the 

time series gradually increase or decrease over time. 

Steady and non-stationary time series - Over time, the average and variance of the observed values 

(yt) in the series are very close. 

Stationarity describes the concept of how time series will remain invariant in the future, and its 

statistical properties include mean invariance, variance invariance, and covariance independent of time 

[ZHANG Y J, 2019]. Time series prediction models require stationary time series because they are 

easier to model and have constant statistical properties. Therefore, if the time series is not stationary, it 

should be made as stationary as possible. In time series analysis, data with stationarity means that the 

above statistics do not undergo significant changes. Stable time series is the most important special 

type in time series analysis, and time series analysis is basically based on stable time series. In time 

series analysis, ensuring the stationarity of data is a necessary prerequisite before proceeding with 

subsequent time series analysis steps. For non-stationary time series, statistical analysis is limited by 

methods and theories. Due to the instability of time series, statistical characteristics obtained from 

historical data are meaningless for the future. This is a basic assumption that must be made before 

analyzing any problem [ZHENG M G, LI Q, 2020]. It can be determined through visual methods and 
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unit root test statistical methods. 

In the ARIMA model, differencing is the only way to smooth time series data, and differencing is 

also a differencing operation. From a computational perspective, it is the difference between the values 

of two adjacent variables, the difference between the time series at time t and t-1, that is, the difference 

between the latter value and the former value, which reflects the changes between discrete variables 

[YOU Y L, LI J, 2020]. In time series data, subtracting the previous variable value from each variable 

value in reverse chronological order is the first-order difference, corresponding to a difference order of 

1; Performing first-order differencing on the data after first-order differencing results in second-order 

differencing, rather than differencing the source data twice with an order of 2, and so on. Non stationary 

sequences can be transformed into stationary sequences through differencing [Banjul, Bhattacharyya, 

2014], and differencing can help convert unstable sequences into stable ones 

The ARIMA model can predict economic indicators, and quantitative forecasting methods are the 

most commonly used scientific methods and models in economic forecasting. The AR model believes 

that 'history determines the future'. On the other hand, the MA model believes that "time series are 

relatively stable, and their fluctuations are determined by accidental factors", but in reality, it is difficult 

to maintain this assumption of "stability" for time series. The ARIMA model combines the above two 

models. The basic idea of the ARIMA model is that the label value at a time point is influenced by both 

the label value in the past period and the accidental events in the past period [YAN X X, 2020]. Guided 

by this central idea, the formula of the ARIMA model is expressed as: 

y t  = β 0 + β 1 y t  − 1 + β 2 y t  − 2 + … + β p y t  − p + ϵ t  + θ 1 ϵ t  − 1 + θ 2 ϵ t  − 2 + … + θ q ϵ t  − q  

In the formula, the meanings of each variable are exactly the same as those in the MA and AR 

models, and the solving methods for each variable are basically the same as those in the original MA 

and AR models. It is obvious that the first half of the formula is the AR model, and the second half is 

the part about "volatility" in the MA model. It is worth noting that the mean representing long- term 

trends in the MA model does not exist in the formula of the ARIMA model, because the "predicting 

long-term trends" function in the ARIMA model is performed by the AR model, so the AR model 

replaces the original ,In the ARIMA model, β 0 is a constant term that can be 0. ϵ t  is the error. 

The findings of the research 

The meanings of p and q in the ARIMA (p, d, q) model are exactly the same as those in the origina l 

MA and AR models, and p and q can be set to different values, while d is the order of difference 

required by the ARIMA model. For the ARIMA model, determining the values of p and q has two 

meanings: determining whether to use AR, MA, or ARIMA models, as shown in the table below: 

Table 1- Models corresponding to ARIMA parameter settings 

Parameter settings Corresponding ARIMA model 
ARIMA(p,0,0) ARIMA is equivalent to autoregressive model AR 

ARIMA(0,0,q) ARIMA is equivalent to the moving average model MA 
ARIMA(p,0,q) ARIMA model 

 

In statistics, the first step is to draw ACF and PACF images to determine parameter settings. For 

any time series, when the ACF image exhibits tailing and the PACF image exhibits truncation, the AR 
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model is applied to the current time series, and the lag order of PACF truncation is the ideal value of 

the hyperparameter p 

y t = β 0 + β 1 y t − 1 + β 2 y t − 2 + … + β p y t − p + ϵ t  

For the AR model, the value of ACF corresponds to the effect of y t  − 1 on y t  , and the significance 

of PACF corresponds to the significance of [Demir V, 2020] 

For any time series, when the PACF image exhibits tailing and the ACF image exhibits truncation, 

the current time series applies the MA model, and the lag order of ACF truncation is the ideal value of 

the hyperparameter q 

y t = β 0 + ϵ t + θ 1 ϵ t − 1 + θ 2 ϵ t − 2 + … + θ q ϵ t − q  

For the MA model, the significance of ACF corresponds to the significance of, and the value of 

PACF corresponds to the influence of ϵ t  − 1 on ϵ t 

Table 2-Parameters p,q and determination conditions of model 

Model ACF PACF 

AR(p) Tail Post truncated p-order 
MA(q) Q-order truncation Tail 

ARMA( p,q) Q-order trailing P-order trailing 

 

For any time series, when both ACF and PACF images show no trailing state, regardless of whether 

the images are truncated or not, the time series is applicable to the ARIMA model. At this time, ACF 

and PACF images cannot help us determine the specific values of p and q, but it can be confirmed that 

both p and q are definitely non-zero. 

Taking the monthly sales data of China's tobacco industry as an example, the ARIMA model of 

SPSS tool is used for monthly sales forecasting. Firstly, the original time series is analyzed 

 

Figure 1- Original time series of monthly sales 

Analyze sales indicators based on sequence diagrams and determine that the original time series is 

non-stationary. If the same sequence does not meet the stationarity condition, differential stationar ity 
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processing is performed. SPSS is used to analyze the autocorrelation ACF and partial autocorrelat ion 

PACF, and the autocorrelation and partial autocorrelation graphs are obtained, both of which are tailing 

 

Figure 2- Original time series ACF and PACF plots 

The monthly sales difference series is basically evenly distributed on both sides of the 0 scale,  

indicating that the original time series is non-stationary. The coefficients fluctuate in a small range 

around the zero axis, so it can be considered that the seasonal 1st order difference sequence is stationary, 

resulting in a comprehensive difference order d=1. 

 

Figure 3 -Shows the sequence diagram of the first-order differential sequence. 

Looking at the ACF and PACF plots of the residuals again, it can be seen that the seasonal first -

order differences are stationary. 

From the above figure, it can be seen that the ACF and PACF plots of the original sequence after 

first-order differencing are both first-order tails. Therefore, the first-order differenced sequence is a 

stationary sequence, and finding appropriate parameters is a process of repeated attempts, where p and 

q are both equal to 1. Therefore, further analysis can be conducted through differencing, such as 

analyzing the autocorrelation ACF and partial correlation PACF plots of non-stationary series sales. 

The ACF and PACF plots of the differenced series are both trailing. Therefore, a seasonal ARIMA (p, 

1, q) model can be established for the original series, and after repeated experiments, the model is 

determined to be ARIMA (0,0,0) (1,1,1). 
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Figure 4- ACF and PACF plots of first-order differential time series 

Table 3-Model Description 

 Model Type 
Model ID sales volume MODEL_1 ARIMA(0,0,0)(1,1,1) 

 

Based on the previously determined parameters p, d, and q, the ARIMA model (0,0,0) (1,1,1) was 

determined and modeled in SPSS. The model statistics are shown in Table 3. 

Table 4-Model Statistics 

Model 

Number of 

Predictors 

Model Fit statistics Ljung-Box Q(18) 

Number of 

Outliers 

Stationary 

R-squared 

R-

squared Statistics DF Sig. 
sales volume-MODEL_1 0 .052 .983 12.147 16 .734 0 

 

The fixed stationary R-squared statistic is an estimate of the proportion of total variation explained 

by the model in the sequence, and the higher the value (maximum value of 1.0), the better the model 

fit. Based on the table, the model fitting effect is very perfect, with a Stationary R-squared value of 

0.052 and R-squared value of 0.983. 

Table 5-ARIMA Model Parameters 

 Estimate SE t Sig. 
sales 
volume-
MODEL_1 

sales 
volume 

No 
Transfor
mation 

Constant 18082.285 41588.468 .435 .666 

AR, Seasonal Lag 1 .664 .304 2.183 .035 
Seasonal Difference 1    

MA, Seasonal Lag 1 .345 .406 .849 .400 

 

After all parameter settings are completed, the model displays the results. The R-squared reaches 

0.983, indicating a good fit. The coefficients for seasonal AR and MA are 0.664 and 0.345, respectively. 

The significance levels of AR autoregression and MA moving average are 0.035 and 0.400, 

respectively. If the significance value is greater than 0.05, the difference is not significant 

Table 6-Forecast 

Model Nov 2024 Dec 2024 Jan 2025 Feb 2025 Mar 2025 Apr 2025 
sales volume-
MODEL_1 

Forecast 3722620.15
1597 

1933118.54
6583 

9058780.70
7001 

3190698.51
9491 

3821889.61
1644 

3779852.88
7151 

UCL 4108068.25
5443 

2318566.65
0429 

9444185.55
5118 

3576103.36
7609 

4207294.45
9762 

4165257.73
5269 

LCL 3337172.04
7750 

1547670.44
2737 

8673375.85
8883 

2805293.67
1373 

3436484.76
3526 

3394448.03
9033 
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Based on the output results of the model, the upper control line (UCL) and lower control line (LCL) 

values are used to obtain the predicted sales volume from November 2024 to April 2025. 

 

Figure 5-ACF and PACF plots of sales Amount residuals 

After constructing the AIRMA model, it is generally required that the model residuals be white 

noise, meaning that there is no autocorrelation in the residuals. The ACF and PACF plots of the sales 

residuals can be seen to be stationary, so ARIMA (0,0,0) (1,1,1) is reasonable. 

 

Figure 6- Monthly Sales Forecast Fitting Chart 

Figure 6 shows the fitting graph of the ARIMA model, with a good overlap between the fitted 

values and observed values. It is also believed that the residuals of this sequence follow a random 

sequence distribution, and there are no outliers present. Therefore, the ARIMA model fits the sales 

volume well. The final part is the prediction curve for the sales data from November 2024 to April 

2025. 

Conclusion 

This article uses ARIMA for modeling and prediction. In the process of analyzing and predicting, 

the modeling data first needs to meet the condition of stationarity. If it does not meet the condition, it 
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needs to be processed to pass the test, and differential processing is carried out to determine the 

differential order. Then, based on the ACF and PACF graphs analyzed by SPSS tools, the parameters 

q, d, and p of the ARIMA prediction model are determined. Then, the model needs to pass the 

significance test of the parameters and the white noise test of the residuals to increase its credibility. 

The basic idea of ARIMA model is to establish a model that can describe the characteristics of time 

series data through autoregression, moving average, and differencing transformations, and use this 

model to predict future data changes. 
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Аннотация 

В статье рассматривается модель ARIMA (Autoregressive Integrated Moving Average 

Model) как ключевой инструмент для прогнозирования экономических и финансовых 

временных рядов. Основное внимание уделяется принципам работы модели ARIMA, которая 

оптимизирует планирование производства и управление запасами, учитывая сезонные 

колебания и долгосрочные тенденции продаж на основе данных за пятилетний период. 

Используя SPSS для анализа временных рядов, была разработана модель ARIMA, прошедшая 

тесты на плавность данных и белый шум, что позволило установить окончательные 

параметры модели (p, d, q). Модель ARIMA демонстрирует высокую точность 

прогнозирования и простоту в использовании, что делает её незаменимым инструментом для 

анализа временных рядов. 
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